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ABSTRACT: The gradual magnetostructural transition in breath-
ing crystals based on copper(II) and pyrazolyl-substituted nitronyl
nitroxides has been analyzed by means of DDCI quantum chemistry
calculations. The magnetic coupling constants (J) within the spin
triads of Cu(hfac)2L

Bu·0.5C8H18 have been evaluated for the X-ray
structures reported at different temperatures. The coupling is
strongly antiferromagnetic at low temperature and becomes
ferromagnetic when the temperature increases. The intercluster
magnetic coupling (J′) is antiferromagnetic and shows a marked
dependence on temperature. The magnetostructural transition can
be reproduced using the calculated J values for each structure in the simulation of the magnetic susceptibility. However, the μ(T)
curve can be improved nicely by considering the coexistence of two phases in the transition region, whose ratio varies with
temperature corresponding to both the weakly and strongly coupled spin states. These results complement a recent VT-FTIR
study on the parent Cu(hfac)2L

Pr compound with a gradual magnetostructural transition.

1. INTRODUCTION

Research on molecular magnetism continues drawing signifi-
cant attention in materials science with single-molecule
magnets and switchable magnetoactive compounds being
most intensively investigated.1−7 Spin crossover (SCO) and
related phenomena were the topics of many studies aimed at
the development of magnetic switches for potential applications
in spintronics.6,7 In addition to classical SCO compounds, a
large family of heterospin polymer-chain complexes of Cu(II)
hexafluoroacetylacetonate (Cu(hfac)2) with pyrazolyl-substi-
tuted nitronyl nitroxides LR (R = Me, Et, Pr, Bu) has been
synthesized and characterized (Figure 1).8−22

These Cu(hfac)2L
R systems exhibit SCO-like magnetic

anomalies that can be thermally and optically induced, in
many aspects similar to classical spin crossover, but different in
nature. The crystal undergoes reversible structural rearrange-
ments, accompanied by changes of the exchange interaction
between Cu(II) and the nitroxide spins in the spin triad when
the temperature changes. At high temperatures, the spins are
weakly ferromagnetically coupled (weakly exchange-coupled
state, WS), whereas at low temperatures, Cu(II) and nitroxide
spins are coupled by a strong antiferromagnetic interaction, and
the spin triad converts to the strongly coupled spin state
(strongly exchange-coupled state, SS) with a total spin of S = 1/
2. As a result, the effective magnetic moment μeff decreases

when the temperature drops. The change in the magnetic
moment Δμeff can be gradual or abrupt. Because the spin
transition occurs with a significant change in the unit cell
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Figure 1. Chemical structure of nitronyl nitroxide (LR) and Cu(hfac)2
(top) and head-to-head polymer-chain structure of breathing crystals
exemplified using Cu(hfac)2L

Bu (bottom); Cu centers involved in spin
triads are circled.
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volume, these systems have been called breathing crystals.
Similar magnetic anomalies have also been reported for other
compounds containing copper/nitroxide heterospins that are
magnetically coupled.23−33

Cu(hfac)2L
R breathing crystals have been experimentally

investigated by means of many techniques, including SQUID
magnetometry, X-ray diffraction (XRD), electron paramagnetic
resonance (EPR), and optical techniques.8,9,21,22 The magnetic
anomalies have been attributed to a significant change of the
magnetic (exchange) interactions (J) within the spin triads with
temperature.11 However, each of the experimental techniques
has limitations for studying magnetostructural transitions in
breathing crystals. For instance, SQUID magnetometry reports
bulk magnetic properties of the sample, and if different kinds of
paramagnetic centers are present, the analysis is not
immediately straightforward. XRD allows one to monitor
structural changes and make only order-of-magnitude estimates
of exchange interactions; optical spectroscopies likewise
provide only indirect information on exchange interactions.
In this sense, EPR is a more suitable technique for studying
magnetic anomalies in breathing crystals, and it was indeed
intensively used for characterization of exchange interactions in
spin triads and their thermally/photoinduced changes.9

However, in a number of situations, its sensitivity is still
limited, in particular when appreciable intermolecular (inter-
cluster) exchange couplings are present.
In this context, the development and application of advanced

theoretical approaches for evaluation of exchange interactions
based on XRD structure is very topical, and new insights based
on precisely calculated J values relative to temperature/
structure would be of great aid. At present, theoretical studies
of breathing crystals are relatively scarce, and most of them are
preliminary. Some of these studies employ elastic-type theories
and are not focused on precise calculation of exchange
interactions based on the crystal structures.34−36 In some
others, the exchange coupling within the spin triad has been
calculated by means of broken-symmetry DFT calculations10

for solvates of Cu(hfac)2L
Bu and for isolated groups of nitronyl

nitroxide to estimate the interchain couplings.14 The resulting J
values do not reproduce the experimental data well.10 Also, a
theoretical study based on CASPT2 calculations has been
reported where the magnetic coupling constants and g factors
within the spin triad in Cu(hfac)2L

Pr have been evaluated at low
and high temperatures.37 The results are strongly dependent on
the zeroth-order Hamiltonian chosen in the perturbative
approach, and thus, they only provide a qualitative description
of the thermal dependence of the magnetic moment. Regarding
the periodic treatment, it is worth mentioning a recent study by
Streltsov et al.38 where the band structure of a related head-to-
tail Cu(hfac)2L

R polymer chain has been analyzed.
Therefore, the aim of this work is to apply state-of-the-art

quantum chemistry approaches for the evaluation of exchange
interactions in breathing crystals. Below, we use wave function
methods, mainly the difference dedicated configuration
interaction (DDCI) approach,39 for representative compound
Cu(hfac)2L

Bu·0.5C8H18, whose magnetic and structural proper-
ties are known from the literature,10,11 to evaluate intra- and
intercluster exchange interaction constants and their evolution
with temperature. The results allow for intepretation of the
molecular mechanism and magnetostructural correlations
governing the gradual transition in Cu(hfac)2L

Bu·0.5C8H18.

2. EXPERIMENTAL SECTION
The Cu(hfac)2L

Bu·0.5C8H18 complex consists of polymeric chains with
a head-to-head motif, leading to the formation of three-spin nitroxide-
copper(II)-nitroxide clusters alternated with one-spin magnetically
isolated copper(II) units along the chain (Figure 1). The chains are
magnetically connected through the interaction provided by the
terminal nitroxide groups of the three-spin clusters of two neighboring
chains. This intercluster interaction gives 1D exchange channels that
do not coincide with the polymeric chains but rather spread across
them.14

The calculations provide estimates of the magnetic coupling
constants within the three-spin cluster (intracluster exchanges) and
between the clusters (intercluster exchange). The triads contain three
magnetic centers with S = 1/2: two nitronyl nitroxide groups and one
Cu(II) ion between them (Figure 2). All of the calculations have been

performed on the basis of the X-ray data provided for Cu(hfac)2L
Bu

with octane as the solvent.10 To reduce the computational cost, we
replaced the external ligands of the spin triad, including the pyrazolyl
rings, CH3 groups in nitronyl nitroxide ligand, and CF3 groups of hfac,
by H atoms (Figure 2). A fixed C−H distance of 0.88 Å is employed
for the H replacing the CF3 groups and 0.93 Å for the H replacing the
pyrazolyl and CH3 groups. Despite the simplifications, the resulting
model preserves the geometrical features of the three active centers in
such a way that the effect of the modeling on the amplitude of the J
values is expected to be small if any. ANO-RCC-type basis functions40

have been employed for all of the atoms with contractions [6s5p3d2f]
for Cu, [4s3p2d] for N and O in nitronyl nitroxide groups and for C
atoms bridging two NO groups,41 [4s3p] for the rest of C and O, and
[2s] for all hydrogen atoms. The Cholesky decomposition
implemented in the Molcas 7.8 code42 was used to generate the list
of the two electron integrals in all of the calculations. The same code
was used to obtain the CASSCF MOs. DDCI calculations have been
performed by means of the CASDI code43 with an energy convergence
threshold of 10−7 atomic units.

3. RESULTS AND DISCUSSION

3.1. Evaluation of the Intracluster Magnetic Coupling
Constants. The variable temperature magnetic data for the
triad can be interpreted on the basis of an isotropic Heisenberg
behavior with three S = 1/2 centers and two types of
interactions between them. J corresponds to the interaction
between the NO groups and the Cu center, and JNO is the
coupling between the two NO groups, such that

̂ = − ̂ ̂ + ̂ ̂ − ̂ ̂H J S S S S J S S2 ( ) 2NO1 Cu NO2 Cu NO NO1 NO2 (1)

Figure 2. Real (left) and model (right) spin triad in the 100 K
structure. Cu, O, N, C, F, and H are represented by orange, red, blue,
dark gray, yellow, and light gray, respectively.
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This Hamiltonian has three eigenvalues corresponding to
two doublet states of symmetry Ag and Au, D1 and D2,
respectively, and a quartet of symmetry Au, Q2

=

= +

=

E J

E J J

E

(D ) 3

(D ) 2

(Q ) 0

2

1 NO

2 (2)

Then, it is possible to evaluate J and JNO from the energies of
the three magnetic states.
In this work, the energy of these states is determined by

means of difference dedicated configuration interactions
(DDCI) calculations,39 considered as a reference method for
the evaluation of magnetic coupling constants (for instance, see
citations in ref 44). DDCI is a multiconfigurational reference
approach including dynamic correlation at a variational level. In
this approach, a minimal complete active space (CAS) wave
function (with all possible distributions of the unpaired
electrons over the magnetic orbitals) is employed as reference,
and a CI matrix is built by adding all singly and doubly excited
determinants involving at least one of the active orbitals. In the
spin triad, the three unpaired electrons are essentially localized
on three molecular orbitals, resulting from the linear
combination of the π orbitals of the nitronyl nitroxide groups
and the singly occupied Cu 3d orbital. This gives an active
space with 3 electrons in 3 orbitals, CAS(3/3). In this
approach, the DDCI energy and wave function of all the
magnetic states are calculated with a common set of MOs. Two
sets of molecular orbitals have been employed, as obtained
from CASSCF(3/3) calculations on the D2 and Q2 states. The
results are almost independent of the choice of the MOs. The
active magnetic orbitals resulting from a CASSCF(3/3)
calculation on the Q2 state are shown in Figure 3 for the 100
K (top), 145 K (middle), and 295 K (bottom) structures.

Similar shapes are found for the orbitals resulting from the D2

CASSCF(3/3) wave function. The active orbitals are very
similar for both structures, the main difference is related to the
magnetic orbital centered on the metal atom. The active Cu 3d
orbital is placed in the equatorial plane in both structures, but
because the Cu Jahn−Teller axes are distinct at 100 and 295 K,
this plane is oriented differently. At low temperature, the
equatorial plane contains the oxygen atoms of the bridging NO
groups, whereas at high temperature, the equatorial plane
contains the four oxygen atoms of the hfac groups and a
negligible/null overlap with the nitronyl nitroxide orbitals.
The J values resulting from the energy differences obtained at

CASSCF level are usually underestimated with respect to the
experimental ones.44−46 In fact, the dynamical electronic
correlation plays a crucial role in the description of the energy
separation, and this differential effect needs to be taken into
account to obtain a quantitative agreement with the
experimental J values.45 These effects can be introduced by
means of different approaches.44 Here, we have chosen to use
DDCI calculations, which have been proven to successfully
reproduce the experimental J values in many molecular and
solid state magnetic systems.46−52 For the cost of the DDCI
calculations to be reduced, the set of MOs has been truncated
using their participation in the description of the energy
differences (dif ference dedicated MOs) of the involved states as
criteria.53 Only the orbitals with a participation number larger
than a certain threshold are retained. Different truncation
thresholds have been employed to verify the impact on the J
values. The results reported here have been carried out with
only 50% of the MO space. No remarkable effect on J values is
observed with larger MO spaces.
Table 1 lists the J and JNO values calculated at CASSCF and

DDCI levels for the structures reported for Cu(hfac)2L
Bu·

0.5C8H18 at six different temperatures. The values at CASSCF

Figure 3. Active orbitals for the quartet CASSCF(3/3) wave function obtained from the structures at 100 K (top), 145 K (middle), and 295 K
(bottom).
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levels are comparable to those reported by Vancoillie et al.37

from CASSCF(11/12) calculations on the DFT-optimized
structures of two models of relative compound Cu(hfac)2L

Pr.
Also, in that case, the CASSCF |J| values were underestimated
with respect to the experimental values. As mentioned above,
the absolute values of the magnetic coupling constants are
significantly enhanced when the electronic correlation effects
are taken into account, and it is possible to consider the values
obtained at the DDCI level as our best estimate of the
couplings in the system. As expected, the dominant interaction
is the coupling between Cu and NO groups, J, showing a
gradual increase if the ferromagnetic nature as the temperature
rises. In the transition region, the Cu 3d orbital is oriented in a
similar way as at high temperature (Figure 3 shows the active
orbitals at 145 K), and J is ferromagnetic. The coupling
between the NO groups (JNO) is rather weak at all
temperatures. The impact of the MO set employed in the
DDCI calculations is not significant, although the antiferro-
magnetic character of the magnetic interaction is slightly
enhanced at low temperature when the doublet state orbitals
are used. However, as will be shown below, these small
differences have no consequence on the simulated thermal
dependence of the effective magnetic moment curve. In this
context, it is worth noting that the reliability of the DDCI
calculated J values has been proven to be larger for
antiferromagnetic interactions than for ferromagnetic ones,
where this approach usually provides underestimated values of
the magnetic coupling constants compared to the experimental
estimates. This can be partially ascribed to limitations inherent
to the method54 but also to known difficulties of the fitting
procedure to provide a unique set of magnetic parameters for

compounds with ferromagnetic ground states.55,56 In the case
of Cu(hfac)2L

Bu·0.5C8H18, the intracluster interactions at high-
temperature are ferromagnetic in nature, and our estimates
could represent a low-limit of the real values. However, as will
be shown, the μeff(T) curve is more sensitive to the presence of
non-negligible intercluster exchange couplings than to the
absolute value of J.

3.2. Evaluation of the Intercluster Magnetic Coupling.
The presence of a non-negligible interaction between the
chains has been explored by means of theoretical calculations
on a fragment modeling the short contacts between two
neighboring chains (Figure 4). The coordinates of all of the
atoms have been extracted from the X-ray data structures at 100
and 295 K. The fragment contains two unpaired electrons
distributed in two magnetic orbitals. The coupling can be
evaluated from the singlet−triplet energy difference, 2J′= E(S)
− E(T), using DDCI(2/2) calculations on the basis of the
triplet CASSCF(2/2) molecular orbitals. The terminal NO
groups are separated by a distance of 3.94 Å at 100 K and 4.09
Å at 295 K, and their relative orientation favors a direct
interaction between the NO π orbitals, as shown in Figure 5.

Then, the interchain interaction is derived from the coupling
through these terminal NO groups, being antiferromagnetic in
nature with a J′ value of −8.3 cm−1 at 100 K and −4.4 cm−1 at
295 K (Table 2). The drop in the coupling is consistent with

Table 1. Exchange Coupling Constants J (cm−1) within Spin
Triads for Cu(hfac)2L

Bu ·0.5C8H18 at CASSCF and DDCI
Levels Using the Quartet CASSCF(3/3) MOs and the
Doublet CASSCF(3/3) MOs

DDCI

CASSCF Q2 MOs D2 MOs

T (K) J JNO J JNO J JNO

100 −37.7 2.6 −145.3 0.2 −167.4 1.2
125 −5.9 0.8 −23.5 0.3 −31.4 0.4
145 2.0 0.2 5.1 −0.1 3.5 −0.1
155 3.1 0.2 9.0 −0.1 9.4 −0.4
175 2.9 0.1 8.3 0.0 9.4 −0.3
295 3.1 0.1 8.7 −0.1 8.0 0.6

Figure 4. (left) Representation of the short-contact region between the chains in Cu(hfac)2L
Bu·0.5C8H18 at 100 K and (right) fragment employed to

calculate the intercluster magnetic coupling. Cu, O, N, C, F, and H are represented by orange, red, blue, dark gray, yellow, and light gray,
respectively.

Figure 5. Active magnetic orbitals controlling the interchain magnetic
coupling at 100 K (left) and 295 K (right).

Table 2. Interchain Magnetic Coupling in for Cu(hfac)2L
Bu·

0.5C8H18 at 100 and 295 K Calculated at the DDCI(2/2)
Level with Key Distances and Angles Also Given

T (K) J′ (cm−1) NO···NO (Å) NO···ON (Å) NO···NO (deg)

100 −8.3 3.94 4.01 96.1
295 −4.4 4.09 4.22 92.7
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the increase in the separation between the NO groups. The
DDCI J′ value at 100 K is in agreement with previously
reported calculations based on a broken-symmetry density
functional approach14 with J′ values ranging from −7.57 to
−9.55 cm−1 depending on the choice of the exchange-
correlation functional and atom basis functions.
Remarkably, Table 2 shows that intercluster exchange

coupling constant J′ noticeably (by roughly a factor of 2)
changes with temperature upon transitioning from a strongly to
weakly coupled spin state. At the same time, even at high
temperatures, the magnitude of coupling remains relatively high
(−4.4 cm−1). Note that this value of interchain coupling
becomes comparable to the J value within spin triads. This
means that in the weakly coupled state there is no dominating
exchange coupling, and the spin level structure becomes,
figuratively speaking, a “continuum” of states condensed within
∼10−20 cm−1. Such information is vital for interpretation of
spin dynamics and relaxation in photoinduced WS states at low
temperatures. For instance, the unusual self-decelerating
character of structural relaxation from photoinduced WS state
to the ground SS state may have this “continuum of states” as a
major cause, as was proposed earlier.17,19 High values of J′ in
the WS state theoretically rationalized in this work support this
explanation. In addition, intercluster exchange coupling was
assumed to be a major mechanism averaging EPR signals of
individual spins at high temperatures,9 yet this was grounded
only on the assumption that J′ is approximately the same in the
SS and WS states. Herein, we provide solid support that even
though J′ drops by a factor of ∼2 at high temperature, the
absolute value still remains high enough on the EPR energy
scale, and thus readily leads to the exchange narrowing
observed experimentally.
3.3. Simulation of the Thermal Dependence of the

Effective Magnetic Moment. To verify the reliability of our
theoretical results, we have simulated the thermal dependence
of the effective magnetic moment using the values obtained at
the DDCI level. The molar magnetic susceptibility and effective
magnetic moment calculated per {Cu(hfac)2L

R} fragment
(ignoring diamagnetic contribution) are given by

χ χ χ

μ χ μ

= +

= kT

0.5 0.5

3 /(N )

triad mono

eff B
2

(3)

where χtriad is the molar susceptibility of the NO-Cu-ON spin
triad in the CuO6 sites, and χmono corresponds to the molar
susceptibility of the Cu ions (S = 1/2) in the CuO4N2 sites
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gCu and gNO refer to the g factors of copper and nitroxide within
a spin triad, respectively, and gCu−mono referes to the copper in
the one-spin unit. Nα corresponds to the temperature-
independent paramagnetism (TIP). Replacing the energies of
the three magnetic states by eq 2, the molar susceptibility of the
triad reads as
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Figure 6 shows the simulations of the thermal dependence of
the effective magnetic moment obtained with the ab initio J and

JNO values and the g factors as gA = gB = gC = 2 and gCu−mono =
2.15. The simulations reproduce the general trend of the
experimental μeff(T) curve (powder sample, data taken from ref
10) independently of the set of J values employed (values
resulting from the calculations using the quartet or the doublet
MOs). Hereafter, only the simulations using the J values
obtained with the quartet CASSCF(3/3) MOs are discussed.
To verify the impact of the values given to the g factors, the

simulation was also performed using the gCu = 2.15 and gNO =
2.007 values suggested by Fedin et al.,57 leading to gA = 2.15, gB
= 1.96, and gC = 2.05 in eq 5. As shown in Figure 7 (open red
circles), the simulation does not change significantly, showing
almost the same trend as with g = 2.
The intercluster exchange interaction can be also taken into

account by means of the mean field approximation as follows

μ μ
μ

= −
′ ′

′

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥

z J
kT g

/ 1
2
3

2
eff
2 eff

2

eff
2

(6)

where z′ is the cluster lattice coordination number (z′ = 2), and
J′ is the value of the intercluster coupling constant. Veber et
al.11 have reported a satisfactory fit of the thermal dependence
of μeff at T < 50 K with z′J′= −10 cm−1 and g′eff = 1.96. Figure 7
shows the plot obtained when this effect is also included in the
simulation of the μeff(T) curve using the z′J′ value proposed by
Veber (open diamonds) and the z′J′ value resulting from our
ab initio calculations for the 100 K structure (filled diamonds).
Both sets are comparable, showing a nice improvement in the
transition region with respect to the simulations obtained
without the intercluster exchange.

3.4. Molecular-Level Interpretation of the Magnetic
Data. Although the simulation shown in Figure 7, including the
effect of interchain interactions, presents reasonable agreement
with the experimental curve, closer inspection indicates that
even the best of the fitted curve does not correctly reproduce

Figure 6. Simulated thermal dependence of the magnetic moment
with the calculated J values obtained with quartet MOs (red circles)
and doublet MOs (open black squares), both with gA = gB = gC = 2 and
gCu−mono = 2.15.
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the slope of the experimental μeff(T) curve in the transition
region. This could be related to missing effects in the model
employed to simulate the magnetic data or could provide an
alternative view of the experimentally obtained crystal
structures and their interpretation.
In this sense, a distinct interpretation of gradual changes of

the magnetic moment in breathing crystals compared to the
one based on literal interpretation of XRD data was also
proposed.10,58 It was assumed that it is possible to have an
average of low- (LT) and high-temperature (HT) structures in
the transition region in such a way that the magnetic moment
changes with temperature just because the percentage of each
phase also changes. In this scenario, the X-ray structures
provided for the transition temperatures are not real structures
but represent an average structure resulting from this changing
mixture of LT and HT structures (this agrees well with the
observed broadening of the diffraction peaks in the transition
region). The gradual magnetostructural transition, then, can be
interpreted as the result of the gradual change of the percentage
of the HT (or LT) phase instead of a gradual change of the
structure. Obviously, the model of two coexisting phases in a
ratio changing with temperature does not exclude additional

effects having minor impact on the transition, such as the
thermal shrinking of bonds in each phase also found in
nonbreathing analogues of breathing crystals.18,59

With this idea in mind, it is possible to reanalyze our results.
Table 3 lists the X-ray diffraction data for the Cu−O distances
of the CuO6 unit in the spin triad of Cu(hfac)2L

Bu·0.5C8H18 at
different temperatures.
If these geometric parameters do not correspond to real

configurations but rather to an average of the LT and HT
structures, we need to estimate the weight fractions (w) of the
LT phase at each temperature. We can consider that for each
temperature T in the transition region (125−175 K), the Cu−
O distances dT just correspond to the average of the distances
in the LT and HT phases. The percentage of LT phase present
at each temperature is w, and (1 − w) for the HT phase such
that

= + −d wd w d(1 )T LT HT (7)

The w values can be obtained by solving the redundant
system of equations for each temperature using the least-
squares method (Table 3), considering the structures at 100
and 295 K as the LT and HT phases, respectively. Using the w
values obtained in this manner, it is possible to correctly
reproduce the temperature dependence of the Cu−O distances
in the transition region (between 100 and 295 K); the highest
relative error found for the estimated Cu−O dT distances (eq
7) is 0.9% and corresponds to Cu−Ohfac2 distances, as shown in
Table 3 and Figure 8.
Now, the molar magnetic susceptibility of the spin triad

(χtriad) also depends on the weight fraction w and has the
form58

χ χ χ= + −w (1 w)triad LT HT (8)

where χLT and χHT are the molar magnetic susceptibility of the
LT and HT phases, respectively. Using the w fractions and the
calculated J and JNO values for the 100 and 295 K structures, a
nice improvement in the simulation in the transition region is
obtained, as shown in Figure 9. This suggests that during
gradual transitions in breathing crystals the two phases (LT and
HT) coexist, and then the X-ray structures for this region refer
to the average of the LT and HT structures at different
percentages depending on the temperature. At 100 K, the w
value employed in the simulation is w = 0.85 instead of 1. This
deviation indicates that a better agreement could be possible
using a lower temperature structure as LT phase in eq 7 or even
using additional structural parameters, such as bond and torsion
angles. However, despite its approximate nature, the weighting

Figure 7. Simulated thermal dependence of the magnetic moment
with the calculated J values using the quartet MOs and different sets of
g values: gA = gB = gC = 2 and gCu−mono = 2.15 (filled red circles), gA =
2.15, gB = 1.96, and gC = 2.05 and gCu−mono = 2.15 (open red circles).
The diamonds correspond to the simulation, taking into account the
intercluster exchange interactions, open diamonds with z′J′ = −10
cm−1 and g′eff = 1.96 as suggested by Veber et al.11 and the filled
diamonds using the ab initio intercluster exchange interaction at 100
K, J′ = −8.3 cm−1, z′ = 2, and g′eff = 1.96.

Table 3. (top) Cu−O Distances (Å) for Each X-ray Structure of Cu(hfac)2L
Bu ·0.5C8H18 and Weight Fractions of the Low

Temperature Phase and (bottom) Cu−O Distances (dT, Å) for Structures in the Transition Region Estimated as an Average of
the Corresponding Distances in the LT and HT Structures (eq 7) with Relative Error (%) in Parentheses

X-ray data

100 K = LT 125 K 145 K 155 K 175 K 295 K = HT

Cu−ONO 2.034 2.122 2.189 2.260 2.307 2.352
Cu−Ohfac1 1.998 1.993 1.981 1.969 1.965 1.960
Cu−Ohfac2 2.201 2.108 2.060 2.011 1.990 1.971
w 1 0.6812 0.4702 0.2495 0.1214 0

average LT and HT structures
Cu−ONO 2.135 (0.63) 2.202 (0.62) 2.273 (0.56) 2.313 (0.28)
Cu−Ohfac1 1.986 (0.36) 1.978 (0.16) 1.969 (0.02) 1.965 (0.02)
Cu−Ohfac2 2.128 (0.93) 2.079 (0.93) 2.028 (0.86) 1.999 (0.45)
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coefficients are useful for illustrating the presence of two
coexisting phases in the system. Note that this theoretical
finding is in perfect agreement with recent FTIR study of
breathing crystals,22 where the experimental evidence for the
coexistence of LT and HT structures during gradual magneto-
structural transition was provided. Note also that, in addition to
new structural insights, the model of two coexisting phases
allows good fitting of μeff(T) dependence (Figure 9) as the
model of effective uniform triads.11

4. CONCLUSIONS
The intracluster and intercluster magnetic exchange inter-
actions present in the complex Cu(hfac)2L

Bu·0.5C8H18, and
their dependence on temperature, have been analyzed by
means of DDCI calculations. In the spin triads, the dominant
exchange interaction between Cu center and nitroxide groups J
is strongly antiferromagnetic at low temperature and becomes
ferromagnetic when the temperature increases. This behavior is
due to the change of the relative orientation of the active π
nitroxide and 3d Cu orbitals promoted by the temperature-
driven structural distortion of the triad Cu center. The
interaction between the nitroxide π orbitals is negligible across

the range of temperatures. The intercluster coupling J′ is
antiferromagnetic in nature, which is favored by the 1D packing
of the polymeric chains. This packing allows for an efficient π
pathway between NO groups belonging to different chains. J′ is
also strongly affected by temperature; its value drops by a factor
of 2 at high temperature. This interaction is comparable in
magnitude to the J coupling within spin triads, and then no
dominant exchange coupling exists at high temperature. This is
of crucial importance for interpreting the spin dynamics and
relaxation in photoinduced WS states at low temperature as
well as the averaging of the EPR signals at high temperature.
The simulation of the μeff(T) curve using the calculated

intracluster J values for each temperature correctly reproduces
the general characteristics of the gradual magnetostructural
transition found in this breathing crystal, in particular when the
intercluster coupling is also taken into account. The simulation
can be quantitatively improved considering that the spin triads
can be found in one of two geometries (LT or HT phase)
characterized by different magnetic moment and that the ratio
between these phases changes with temperature. The magneto-
structural transition can then be interpreted as the result of the
gradual change of the percentage of LT and HT phases instead
of the gradual change of structure. The conclusions here,
referring to Cu(hfac)2L

Bu·0.5C8H18, are expected to be
transferable to the rest of the Cu(hfac)2L

R breathing crystals
presenting with a gradual magnetostructural transition.
As follows from recent studies on breathing crystals

exhibiting gradual magnetostructural transitions, including the
present study, available experimental techniques allow only for
effective values of exchange couplings to be spatial or temporal
averages of coexisting phases.9 Thus, experimental determi-
nation of these exchange couplings becomes impossible without
the involvement of cutting-edge quantum chemistry calcu-
lations. Therefore, the development and application of new
approaches for precise calculations of exchange couplings in
breathing crystals Cu(hfac)2L

R, in this work as well as in the
future, is required for qualitative and quantitative character-
ization of magnetic anomalies in this type of switchable
molecular magnet.
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Figure 8. Comparison between the reported X-ray Cu−O distances
(Å) in the spin triad (filled symbols) and the Cu−O distances
resulting from the average of the LT and HT structures in the
transition region (open symbols).

Figure 9. Simulated temperature dependence of the magnetic moment
with weight fractions of the LT and HT phases at each temperature,
including interchain interactions: gA = gB = gC = 2, gCu−mono= 2.15,
z′J′= −16.6 cm−1, g′eff = 1.96 and TIP = 1.5 × 10−3 cm3 mol−1.
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